## 线性回归的步骤

1. **多元线性回归分析**
2. **确定模型需要考虑的多个自变量，并假定因变量与各自变量之间是线性关系。**
3. **数据预处理**
4. 数据清洗：主要是为了保证数据的完整性与准确性。主要包括处理缺失值、识别和处理异常值两个方面。
5. 数据标准化：主要是为了消除量纲和变量自身变异大小和数值大小的影响。主要方法有离差标准化、标准差标准化。
6. **相关性分析**
7. 图示法：散点图（用于展示两个变量之间的关系），气泡图（用于展示三个变量之间的关系），矩阵散点图（用于展示多个变量之间的关系）
8. 相关系数测度：用样本相关系数![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzh2gAE8dkEKZlwEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINyAAAAwwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBCmZcAAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)估计总体相关系数![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAUYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHY+Cgr+sBB7AKTdGACAkzh2gAE8djEKZjsEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITBA3IAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAxCmY7AAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)（用t检验判断显著性），其中，![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzh2gAE8dkEKZlwEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINyAAAAwwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBCmZcAAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)大于0则正线性相关，![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzh2gAE8dkEKZlwEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINyAAAAwwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBCmZcAAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)小于0则负线性相关，![](data:image/x-wmf;base64,183GmgAAAAAAAEACAAIBCQAAAABQXgEACQAAA2UBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASIAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzh2gAE8dkEMZtgEAAAALQEAAAoAAAAyCgAAAAACAAAAfHyYAQADBQAAABQCYAHEABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJM4doABPHZBDGbYBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcnwAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIJ8AAIAg3IAAgCCfAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDYQQxm2AAACgA4AIoBAAAAAAAAAADU5xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)越接近1则它们的线性相关性越强，![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzh2gAE8dkEKZlwEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINyAAAAwwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBCmZcAAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为0时则无线性相关关系。
9. **参数估计**
10. 建立一元线性回归模型：![](data:image/x-wmf;base64,183GmgAAAAAAAAAWQAIACQAAAABRSgEACQAAA6kCAAACAPQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAWCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AFQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAZgDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk2x2gAFwdlcNZqYEAAAALQEAAA8AAAAyCgAAAAAFAAAAMDExMjLg5wIeAe4CRwG8AQUAAAAUAuMBgxEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTbHaAAXB2Vw1mpgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGtrTgG8AQUAAAAUAoABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTbHaAAXB2Vw1mpgQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHl4eHiwBh0E/wYAAwUAAAAUAoABtgIcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdtcMCuLAu3oApN0YAICTbHaAAXB2Vw1mpgQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAGJiYmJlAPwC9AP4BjwEAAMFAAAAFAKAAXgBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZcDQqF6K54AKTdGACAk2x2gAFwdlcNZqYEAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAAA9KysrKysOA/QDRgSyAlQEAAMFAAAAFAKAAbwNHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEADArjwLt6AKTdGACAk2x2gAFwdlcNZqYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABMawAD9AAAACYGDwDeAUFwcHNNRkNDAQC3AQAAtwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3kAAgSGPQA9AgSEsgNiAwAbAAALAQACAIgwAAABAQAKAgSGKwArAgSEsgNiAwAbAAALAQACAIgxAAABAQAKAgCDeAADABsAAAsBAAIAiDEAAAEBAAoCBIYrACsCBISyA2IDABsAAAsBAAIAiDIAAAEBAAoCAIN4AAMAGwAACwEAAgCIMgAAAQEACgIEhisAKwIEi+8iTAIEhisAKwIEhLIDYgMAGwAACwEAAgCDawAAAQEACgIAg3gAAwAbAAALAQACAINrAAABAQAKAgSGKwArAgSEtQNlAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCmVw1mpgAACgA4AIoBAAAAAAAAAADU5xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)
11. 利用最小二乘法（OLS）计算参数的估计值：![](data:image/x-wmf;base64,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)
12. 得出估计的回归方程：![](data:image/x-wmf;base64,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)

**（最小二乘法的思想：寻找使残差平方和最小的回归系数）**

1. **显著性检验**
2. 拟合优度检验

多重判定系数：![](data:image/x-wmf;base64,183GmgAAAAAAAIAG4AMBCQAAAABwWwEACQAAAz4CAAAEAKsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgA4AGCwAAACYGDwAMAE1hdGhUeXBlAADAABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9ABgAAmAMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACiQMFAAAAEwIAAjsGBQAAAAkCAAAAAgUAAAAUArQBRQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTbHaAAXB2eQ1mAgQAAAAtAQEACQAAADIKAAAAAAEAAAAyebwBBQAAABQCbgGwAxwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJNsdoABcHZ5DWYCBAAAAC0BAgAEAAAA8AEBAAwAAAAyCgAAAAADAAAAU1NSVsAAwAAAAwUAAAAUAmACRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTbHaAAXB2eQ1mAgQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAFJ5AAMFAAAAFAKMA6cDHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk2x2gAFwdnkNZgIEAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAABTU1RXwADAAAADBQAAABQCYAJLAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2aQ0KWEC8egCk3RgAgJNsdoABcHZ5DWYCBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAPXkAA6sAAAAmBg8ASwFBcHBzTUZDQwEAJAEAACQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINSAAMAHAAACwEBAQACAIgyAAAACgIEhj0APQMACwAAAQACAINTAAIAg1MAAgCDUgAAAQACAINTAAIAg1MAAgCDVAAAAAAAVAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB5DWYCAAAKADgAigEAAAAA/////9TnGAAEAAAALQEDAAQAAADwAQEAAwAAAAAA)。由于随着自变量的增加![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk2B2gAFkdncCZi4EAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTYHaAAWR2dwJmLgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFJ5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUgADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ALncCZi4AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)也会变大，为了避免高估![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk2B2gAFkdncCZi4EAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTYHaAAWR2dwJmLgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFJ5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUgADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ALncCZi4AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，一般使用调整的多重判定系数![](data:image/x-wmf;base64,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)。其中，![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5wBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk2x2gAFwdqQNZiIEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAgMCJAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTbHaAAXB2pA1mIgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGF5vAEFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk2x2gAFwdqQNZiIEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABSeQADlQAAACYGDwAgAUFwcHNNRkNDAQD5AAAA+QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1IAAwAdAAALAQACAINhAAABAAIAiDIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACKkDWYiAAAKADgAigEAAAAAAQAAANTnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)越接近于1，表示拟合越好。

估计标准误差：![](data:image/x-wmf;base64,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)。它反映了用估计的回归方程预测因变量![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAkzN3gAE3d0gKZqUEAAAALQEAAAkAAAAyCgAAAAABAAAAeXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN5AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABICmalAAAKADgAigEAAAAA/////9TnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)时预测误差的大小，它越小说明效果越好。

1. 回归方程的显著性检验（F检验）：用于检验因变量同多个自变量的整体线性关系是否显著。
2. 回归系数的显著性检验（t检验）：用于判断每个自变量对因变量的影响是否都显著。
3. **回归调优与预测：**若各模型假定成立，则可使用估计的回归方程进行预测；若不成立，则需要重新对模型进行调优。